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Locality of Topographic Ground Truth Data for Salt
Marsh Lidar DEM Elevation Bias Mitigation

Stephen C. Medeiros

Abstract—Lidar-derived digital elevation models (DEMs) are
crucial for modeling salt marsh evolution, forecasting inundation
depth, frequency, and duration, and simulating sea level rise. Ad-
vances in lidar acquisition and data processing techniques have
led to increased accuracy; however, in densely vegetated coastal
salt marsh areas, lidar-derived DEMs are generally unreliable
without adjustment. In this article, we investigate the need for local
topographic ground truth data to train random forest (RF) DEM
adjustment models for two similar northern Gulf of Mexico salt
marshes. Two RTK-GNSS field surveys were conducted to acquire
ground truth topographic elevations near St. Marks, Florida, USA
(n = 377) and Pascagoula, MS, USA (n = 610). These elevations,
along with Sentinel-2A MSI reflectance values and lidar DEM
elevations, were used to validate and train local and combined
RF salt marsh DEM adjustment models. The local RF models
achieved mean absolute error values of 0.054 m and 0.045 m in
the leave-one-out cross-validation for St. Marks and Pascagoula,
respectively. Elevation bias predictions using remote RF models
were far worse and those using the combined RF model were
marginally worse. Using the local RF predictions to mitigate the
bias in the lidar DEMs improved their accuracy by 69.1% for
St. Marks and 90.9% for Pascagoula. The DEM elevation was
identified as the most important predictor. This evidence suggests
that local ground truth data are necessary for mitigating bias in
salt marsh lidar DEMs although it remains to be seen if increasing
the data set size and incorporating additional hydrologic predictor
variables could narrow the accuracy gap.

Index Terms—Coastal, lidar, multispectral, remote sensing,
Sentinel.

I. INTRODUCTION

IDAR digital elevation models (DEMs) are known to be
L inaccurate in coastal salt marshes because the laser pulses
cannot always reflect off of the true marsh platform surface. The
presence of standing water and dense vegetation (typically tall,
stiff grasses with heights greater than 1 m) is the primary cause
of the widespread biases in topographic elevation data products
such as point clouds and bare earth DEMs [1]-[3].

The ramifications of this persistent bias are acutely evident
when lidar DEMs are used as input data for marsh evolution
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models in microbial environments. Models such as the marsh
equilibrium model (MEM) [4] and HydroMEM [5] rely on the
marsh platform topography to serve as a starting point for future
projections of marsh migration and evolution [6], [7]. When
the initial state of the marsh platform is erroneously biased to a
higher elevation than the upper part of the tidal inundation frame
(mean high water or MHW), the modeled marsh is not accurately
inundated in the simulations and subsequently does not receive
a realistic sediment loading. This was the case in the northern
Gulf of Mexico (NGOM) when lidar data from 2007 to 2008
were used to model a marsh with a tidal range of approximately
25 cm [7]. Unless this bias is addressed, marsh biomass density,
zonation, and migration projections will be inaccurate from the
start and all emergent effects from future conditions such as sea
level rise (SLR) will be unreliable.

Accurate representation of coastal terrain is also an important
factor in hurricane storm surge modeling, regardless of the local
tide range [8]-[10]. Coastal salt marshes are often the first or
second physical buffer zone standing between an incoming surge
and upland property. Therefore, it exerts substantial influence
over the propagation (depth, extent, and timing) of storm surge
inundation. Since this is a major cause of the destruction and
economic disruption associated with tropical cyclones [11], ac-
curate coastal flood predictions for both immediate event-scale
decisions such as evacuation orders as well as longer-term risk
assessments and resilient infrastructure planning rely on coastal
DEMs as their primary input data source.

To mitigate this persistent elevation bias, corrections must be
applied to the marsh surface topography. However, it is imprac-
tical to adjust multicounty or regional scale DEMs based on field
data alone. To address this, techniques have been developed that
rely on vegetation characteristics, such as height [2], remotely
sensed biomass density [12], local tidal frame elevations [13],
and lidar waveform data [14]. In addition to the high elevation
bias, lidar DEMs also tend to flatten out the underlying microto-
pography including small tidal creeks, making the spatial distri-
bution of the bias magnitudes nonlinear [12]. Approaches such
asrandom forest (RF) [7], [15], multiple regression [12], and gra-
dient boosted nonparametric regression [ 14] have been shown to
be effective in the past and the research is trending toward sim-
pler models that require fewer field measured vegetation charac-
teristics for model training. When comparing different machine
learning techniques including RF, support vector machine, k-
nearest neighbor, and artificial neural network, RF models have
emerged as the most useful due to their computational efficiency,
resistance to overfitting, ability to handle small datasets, and
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explainability (trained RF models produce feature importance
metrics using out-of-bag testing) [15]. Additionally, Belgiu and
Dragut discussed how RF classifiers are particularly beneficial
for remote sensing purposes, including studies with multisource
data [16]. Hu et al. used an RF regression model with data from
remote sensing and field measurements to estimate AGBM to
produce a global mangrove forest AGBM map [17]. This work
supported the findings of Fassnacht ef al. who concluded that
combining lidar data with many reference sample units and
an RF model produces biomass predictions with the lowest
error [18].

In terms of the aforementioned reference samples or ground
truth training data, previous work has shown that the results
of remote predictions of geospatial characteristics, such as
shoreline position or DEM error, are mixed [19]. Here, remote
predictions are defined to be the results generated by models
trained on nonlocal ground truth data. Local, site-specific ground
truth data have been shown to enhance predictions of DEM
error [2], [3], [20].

This article presents two RF models for mitigating the bias
in the lidar DEMs of two ecologically similar estuarine systems
in the NGOM. Sentinel-2A imagery, the lidar DEM elevations,
and field-measured topographic elevations were used to train
and validate the models and no other in situ vegetation mea-
surements were used. The RF models were also used to make
remote DEM error predictions on nonlocal ground truth data
to investigate the effectiveness of remote predictions in this
application.

II. METHODOLOGY

To mitigate the effects of DEM bias in this microtidal re-
gion, DEM elevations in coastal salt marsh/emergent wetland
areas were systematically and variably lowered. The process for
lowering the lidar DEM elevations used machine learning to
integrate in situ topographic measurements with multispectral
satellite imagery. The overall objective of the lidar DEM bias
mitigation effort was to provide a topographically accurate
marsh platform model for use in simulations of salt marsh
evolution and migration in response to SLR. The effectiveness
of using nonlocal ground truth data to train the machine learning
models was also investigated.

A. Research Setting

The first setting for this study is the Apalachee Bay/St. Marks
region of Florida’s NGOM coast consisting of Gulf, Franklin,
Wakulla, Jefferson, and Taylor counties (see Fig. 1). This area
is microtidal with MHW, mean tide level (MTL), and mean low
water (MLW) of 0.228 m, 0.059 m, and —0.110 m NAVDSS,
respectively. The second area of interest for this study is the
Pascagoula River estuary in Mississippi and Alabama lying
primarily in Jackson (MS) and Mobile (AL) counties. This area
is also microtidal with MHW, MTL, and MLW of 0.239 m, 0.033
m, and —0.174 m NAVDS8, respectively.
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Fig.2. Lidar DEM products used as the bases for bias mitigation in Apalachee
Bay. The western (blue), central (gold), and eastern (green) lidar were acquired
in 2017, 2018, and 2007, respectively.

B. Lidar Digital Elevation Model (DEM)—Apalachee Bay

The source lidar DEMs used as the basis for the bias mitigation
effort in the Apalachee Bay region were provided by the North
West Florida Water Management District and are now available
for download from NOAA Digital Coast (https://coast.noaa.
gov/digitalcoast/). The lidar DEM used in this study was com-
piled from three sources: 2-m resolution Lower Choctawhatchee
DEM from lidar collected between 9 April and 17 May 2017
with an Aggregate Nominal Point Density (ANPD) of 4.05
points per square meter (ppsm) [21]; 1-m resolution Florida
Panhandle DEM from lidar collected between 31 March and
10 May 2018 with an unreported ANPD although the report
includes the Nominal Point Density values of 4.3 and 8.7 ppsm
for two configurations of the Riegl VQ-1650i sensor used during
mission [22]; and, in the far eastern end of the study area, an older
4.7-m resolution Florida Division of Emergency Management
2007 DEM from lidar acquired in the summer of 2007 with a
reported ANPD of 4 ppsm [23] was used due to the lack of more
recent data in this area (see Fig. 2).
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Fig.3. 2014 USGS Lidar DEM for Pascagoula.
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Fig. 4. Apalachee Bay land cover mask: 15—Palustrine Emergent Wetlands
(blue) and 18—Estuarine Emergent Wetlands (pink).

These three DEMs were reprojected to NAD83(2011) Florida
State Plane North in meters (EPSG: 6440), resampled, and
coregistered to 4.7-m resolution using bilinear interpolation,
and elevations were converted to meters NAVDS8S8. They were
mosaicked together with priority to the more recent data (2018,
2017, and then 2007). The overall DEM was clipped to just the
coastal areas (see Fig. 2) and checked for discontinuities using
topographic profile transects, especially at the boundary between
the 2018 and 2007 DEMs (gold and green areas, respectively).
There were no abrupt discontinuities that would indicate an error
in the combined DEM.

Since the DEM bias mitigation adjustment is focused on
salt marshes and coastal wetlands, the 30-m resolution 2016
Coastal Change Analysis Project (C-CAP) land use data [24]
were used to restrict the DEM adjustments to areas classified as
estuarine emergent wetlands (C-CAP Class 18) and palustrine
emergent wetlands (C-CAP Class 15). These C-CAP regions
were used to constrain the DEM bias mitigation adjustments to
areas identified as coastal wetlands or salt marshes (see Fig. 4
and 5). Open water areas (C-CAP Class 21) were also masked
out of the source DEM to minimize or eliminate any changes to
the estuarine and nearshore bathymetry.
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Fig.5. Pascagoulaland cover mask: 15—Palustrine Emergent Wetlands (blue)
and 18—Estuarine Emergent Wetlands (pink).

C. Lidar Digital Elevation Model (DEM)—Pascagoula River

The source lidar DEM used as the basis for the bias mitigation
effort for the Pascagoula River region was developed by the
United States Geological Survey and downloaded from NOAA
Digital Coast. The 3-m resolution CoNED Topobathymetric
DEM is based on lidar data collected in 2014 [25]. This DEM
was reprojected to NAD83(2011) UTM Zone 16N (EPSG: 6345)
and the elevations were converted to meters NAVDS88. The DEM
was then clipped to include the lower Pascagoula River estuary
as well as the coastal areas at the mouth of the river. The same C-
CAP coastal wetlands masking strategy used in Apalachee Bay
was also used in Pascagoula. In addition, because the Pascagoula
source DEM contained both topographic and bathymetric data,
areas classified by C-CAP as open water including rivers, creeks,
nearshore, and offshore were masked out and not included in the
DEM adjustment (see Fig. 3).

D. In Situ Topographic Data Acquisition

The in situ topographic data for the Apalachee Bay region
were collected in the salt marsh and adjacent upland areas around
the St. Marks lighthouse (see Fig. 4) using Real Time Kinematic
Global Navigation Satellite System (RTK-GNSS) survey equip-
ment in March of 2018. Virtual Reference Station corrections
were obtained from the Florida Permanent Reference Network
maintained by the Florida Department of Transportation in Real
Time Correction Message (RTCM) version 3.1 format. A total
of 377 spot elevations were collected across various transects
located with an emphasis on capturing the topographic gradient
from the water surface to the high marsh and uplands.

The in situ topographic data for the Pascagoula region were
also collected using RTK-GNSS. Single base corrections were
obtained from the Gulf Coast Geospatial Center Real Time
Network operated by the University of Southern Mississippi in
RTCM 3.1 MAX format. A total of 610 spot elevations were
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collected along transects in the lower river estuary designed to
capture topographic gradient like the protocol in St. Marks (see
Fig. 5). Topographic data at both sites were converted to ortho-
metric heights in meters NAVDSS in real time by using a Geoid
separation file of the Continental US based on GEOID12B.

E. Satellite Imagery Acquisition and Processing

Sentinel-2A MSI Level 1C data were downloaded from the
European Space Agency (ESA) Copernicus website. The fol-
lowing are the scene identifiers acquisition dates, times (GMT),
and the verified tide elevation (NAVD88) from the Apalachicola
tide station (National Ocean Service Station ID: 8728690) used
in Apalachee Bay:

1) TI6RFT, March 8, 2018, 16:11, 0.008 m;

2) T16RFU, March 31, 2018, 16:19, —0.072 m;

3) T16RGT, March 8, 2018, 16:11, 0.008;

4) T16RGU, March 8§, 2018, 16:11, 0.008;

5) T17RKN, March 28, 2018, 16:10, —0.100 m;

6) T17RKP, March 8, 2018, 16:11, 0.008.

Similarly, the following are the scene identifiers acquisition
dates, times (GMT), and the tide elevation (NAVDS88) from the
Pascagoula NOAA Lab tide station (National Ocean Service
Station ID: 8741533) used in Pascagoula:

1) T16RCU, March 19, 2019, 16:30, 0.072 m;

2) T16RCV, March 19, 2019, 16:30, 0.072 m.

The images were chosen because they were the most cloud-
free and were captured at the same time of year as the ground
truth topographic data. Each scene was processed to Level 2A
bottom of atmosphere (BOA) reflectance products using the
sen2cor software provided by ESA. For each scene, bands 2
(blue, central wavelength 492.4 nm/bandwidth 66 nm), 3 (green,
559.8 nm/36 nm), 4 (red, 664.6 nm/31 nm), and 8 (near infrared,
832.8 nm/106 nm) were extracted [26], mosaicked, and repro-
jected to NAD83(2011) Florida State Plane North for Apalachee
Bay, and NAD83(2011) UTM zone 16N for Pascagoula, using
the ESA SNAP software.

F. Geospatial Data Fusion

All data were integrated using ArcGIS to produce the training
and validation data sets for the bias mitigation machine learning
models as well as the application points across the study areas.

First, the topographic spot elevations were converted to a
point feature class containing xyz coordinates as measured in
the field. The lidar DEM elevations along with the reflectance
values from the four multispectral satellite imagery spectral
bands were interpolated onto the in situ spot elevations. The
difference between the measured marsh platform elevation and
lidar DEM elevation was calculated and added as a field; this
represents the DEM error and serves as the label in the machine
learning model explained below. The following is a list of the
fields in the point data corpus (x indicates predictor fields and
+* indicates the target value or label):

1) Northing (meters), field measured y coordinate;

2) Easting (meters), field measured x coordinate;

3) Elevation (meters), field measured z coordinate;
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4) *DEM_Elevation (meters), elevation interpolated from

lidar DEM;

5) *B2_Blue, representing the 492.4-nm band reflectance;

6) *xB3_Green, representing the 559.8-nm band reflectance;

7) *B4_Red, representing the 664.6-nm band reflectance;

8) *B8_NIR, representing the 832.8-nm band reflectance;

9) «xxElev_DIFF, elevation difference between the lidar DEM

and field measured elevation, calculated from other fields
as DEM_Elevation — Elevation.

The reflectance values in the processed S2A MSI reflectance
data are provided in digital number (integer) format. The S2A
MSI specifications indicate that these integer reflectance values
are computed by multiplying the raw floating-point reflectance
values by a quantification value. In the metadata for all scenes
used in this article, the quantification value is 10 000 [26].
Therefore, this was the value used to convert BOA reflectances
to floating point values, which are more easily handled as input
to a machine learning model.

The projected, clipped, and C-CAP-masked lidar DEM,
which represents the collective set of points that need to be ad-
justed, was converted to a point feature class in ArcGIS. Similar
to the field data, the reflectance values from the four-satellite
imagery spectral bands were interpolated onto the points to form
the application data corpus. All the predictor fields listed earlier,
along with Northing and Easting, are present in the application
data corpus.

G. Elevation Adjustment Model

The spatially variable elevation adjustments used to mitigate
the bias in the lidar DEM were determined using an RF model.
The RF model was implemented in Python using the scikit-learn
module [27]. The RF model hyperparameters were left at their
default values with the exception of the number of trees being set
to 300 (n_estimators parameter). Preliminary tests indicated that
more than 300 trees offered no increase in prediction accuracy.
The random state parameter was also set to an arbitrary number
(59) for reproducibility purposes.

Due to the relatively small (n = 377 for St. Marks and
n = 610 for Pascagoula) size of the field data corpus, RF model
validation was executed using a leave-one-out cross-validation
protocol. In this study, one record in the training dataset was held
out, the model was trained on the remaining data, and the trained
model was used to predict the held-out value. This was repeated
for all records in the training data. The statistical metrics used
included a 1-to-1 plot with a coefficient of determination (R?),
mean absolute error (MAE), and mean absolute percentage error
(MAPE). After the validation phase was complete, the entire
data sets were used to train the production RF models used
to adjust the DEMs for publication, presentation, and marsh
modeling. For comparison, a linear regression (LR) model was
also constructed and validated in the same manner on the same
data to justify the use of the more complex RF model.

To examine the necessity of local ground truth topographic
data, the production RF models were each used to predict the
DEM errors in the other study region (i.e., the APAL model was
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Fig. 6.  Prediction results from the validation of the RF and LR models for the

Apalachee Bay (n = 377) region.

TABLE I
DEM ERROR PREDICTION RESULTS ;;);1) APALACHEE BAY VALIDATION (N =
Metric Random Forest  Linear Regression
MAE (m) 0.054 0.080
MAPE (%) 0.87 2.02
R? 0.701 0.435

used to predict errors in the PASC DEM and vice versa). A com-
bined model (ALL) was also validated on the entire dataset from
both regions using the leave-one-out cross-validation procedure
explained earlier.

Lastly, kernel density estimation plots were used to depict
the error distributions of the source and adjusted (RF and LR)
DEMs for the APAL, PASC, and ALL scenarios.

III. RESULTS AND DISCUSSION

A. Lidar Bias Mitigation—Apalachee Bay

The results of the leave-one-out cross-validation procedure for
Apalachee Bay are shown in Fig. 6. Recall that this reflects the
results of using 376 data points to train the model and testing
it on the single held-out value for a total of 377 training/test
cycles. The RF model achieved R? = 0.701, which indicates
more scatter around the identity line than expected. However, it
was superior to the LR model that achieved R? = 0.435.

As shown in Table I, the RF model’s MAE = 0.054 m is
superior to that of LR and is a 69.1% improvement over the
MAE = 0.177 m for the unadjusted DEM.

As stated in Section II-G, all data were used to train the pro-
duction RF model used to produce a bias-mitigated or adjusted
DEM for the Apalachee Bay region. Fig. 7 shows the entire
adjusted DEM and there appear to be no marked discontinuities
that would indicate errors in the source data or bias mitigation
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Fig.8.  Comparison of original (left) and RF adjusted (right) DEMs in the area
around St. Marks Lighthouse.

process. The zoomed-in area in Fig. 8 shows a manmade im-
poundment in the vicinity of a major regional landmark, St.
Marks Lighthouse. Visual observation indicates that the adjusted
DEM is lower than the original and the variability in the terrain
is preserved or in some cases enhanced. Examples of this are
visible in the northeastern and southwestern areas of the site.
In the original DEM, the elevations in this area were relatively
uniform as shown by the brown-orange block in the image. This
may be attributable to the common practice of hydro-flattening
implemented in the source DEM generation process. In the
adjusted DEM, there is clearly more topographic variability in
this section. This is evidence of the dense marsh vegetation not
only causing the documented bias in lidar DEM, but also the
artificial smoothing of the underlying microtopography.

B. Lidar Bias Mitigation—Pascagoula

The results of the leave-one-out cross-validation procedure
for the Pascagoula region are shown in Fig. 9. The data were
more clustered around the 1-to-1 line than the Apalachee Bay
data with the RF model achieving R?> = 0.817 and the LR model
achieving an R> = 0.757. Like the Apalachee Bay region, the
RF was the better performing model however the gap between
the two methods was narrowed.

As shown in Table II, the RF model’s MAE = 0.045 m is
superior to that of LR and is a 90.9% improvement over the
MAE = 0.493 m for the unadjusted DEM. However, the LR
model also performed well with MAE = 0.054 m representing
an 89.1% improvement over the unadjusted DEM.
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Fig. 9. Prediction results from the validation of the RF and LR models for the
Pascagoula (n = 610) region.

TABLE II
DEM ERROR PREDICTION RESULTS F6(1)S)THE PASCAGOULA VALIDATION (N =
Metric Random Forest  Linear Regression
MAE (m) 0.045 0.054
MAPE (%) 0.10 0.12
R? 0.817 0.757
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Fig. 10. Lidar DEM of Pascagoula adjusted using the RF model.

The production RF model was also applied to the regional
lidar DEM for the Pascagoula region. The final adjusted DEM
is shown in Fig. 10 and a side-by-side comparison of the adjusted
and source DEMs in a zoomed-in area is shown in Fig. 11. In the
side-by-side comparison, the right image showing the adjusted
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Fig. 12.  Prediction results from bootstrap validation of the RF and LR models

for the combined Apalachee Bay and Pascagoula datasets (n = 987).

TABLE III
DEM ERROR PREDICTION RESULTS FOR THE COMBINED APALACHEE BAY AND
PASCAGOULA VALIDATION (N = 987)

Metric Random Forest  Linear Regression
MAE (m) 0.053 0.097
MAPE (%) 0.45 1.20
R? 0.861 0.686

DEM displays more consistent blue coloring indicating lower
elevations adjacent to the creek network.

C. Cross-Validation Using Other Location

To determine the value and necessity of in situ data for each
location requiring a lidar DEM adjustment, we employed a
regionally mixed model application procedure. First, a leave-
one-out bootstrap validation procedure was performed on RF
and LR models using the entire n = 987 dataset. The results
of the bootstrap validation procedure for the combined dataset
(ALL) are shown in Fig. 12 and Table III.

As shown in Table III, the ALL RF model’s MAE = 0.053 m
falls between those of the APAL and PASC. The ALL LR model
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was worse than the LR models of both the APAL and PASC
cases. The performance of the ALL RF model was superior in
terms of its R? = 0.861.

Subsequently, each production RF model was used to predict
DEM errors for the other location in a remote prediction test.
Fig. 13 shows that neither production model was able to predict
the DEM errors at the other location. Using the Pascagoula
model to predict the errors in the Apalachee Bay DEM resulted
in a wide scatter and a high elevation bias. The predictions
made using the Apalachee Bay model to predict the errors in
the Pascagoula DEM were tightly clustered between elevations
0.00 and 0.50 m and biased low.

Based on these results, we recommend that any DEM adjust-
ment model should contain ground truth training data within
the area of interest. However, the performance of the combined
model indicates that a dataset containing a large range of errors
may be able to train an effective yet more generalized and less
region-specific DEM bias mitigation model.

D. Error Distributions

Kernel density estimation plots for the errors in the lidar DEM
both before and after adjustment are shown in Fig. 1. The error
distributions shifted closer to zero when both the RF- and LR-
based corrections were applied. The RF model has the highest
density and tightest distribution around zero.

E. Feature Importance From Random Forest (RF) Models

RF models use an internal out-of-bag testing procedure during
training to produce the feature importance for each predictor fea-
ture. These values are an indication of the relative contribution
of each predictor variable to the overall prediction of the DEM
error (see Table III).

As shown in Table IV, the lidar DEM elevation is the most
important predictor in all validation scenarios except ALL. In
that case, the blue band from the S2A imagery has slightly higher
importance.
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TABLE IV
FEATURE IMPORTANCE VALUES FROM THE RANDOM FOREST MODELS

Predictor APAL PASC ALL
model model model
DEM_Elevation 0.373 0.628 0.367
B2_Blue 0.124 0.089 0.391
B3_Green 0.231 0.094 0.101
B4 Red 0.138 0.089 0.064
B8_NIR 0.135 0.101 0.077
APAL
= R
6 =1 DEM
RF
2 A =
0 IJ T T T
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Fig. 14. Kernel density estimation plots for elevation errors in the source
DEMs (gray) and after adjustment using the random forest (RF, gold) and
linear regression (LR, blue) models for the Apalachee Bay (APAL, n = 377),
Pascagoula (PASC, n = 610), and combined (ALL, n = 987).

F. Discussion

The RF models developed in this study achieved a sub-6-cm
MAE when used to predict the bias in the lidar DEMs for the
lower Pascagoula River and Apalachee Bay marshes. This level
of DEM correction is effective in many modeling applications
in the study regions including tidal, storm surge, and marsh
evolution. The kernel density estimation plots (see Fig. 14) also
show that the RF model has the highest density and tightest
distribution around zero. This indicates that the RF model was
able to handle the wide distribution of error magnitudes and
effectively mitigate the high elevation bias in the source DEM.

The superior performance of the PASC model in relation to the
APAL model could be the result of the larger number of training
data records or the increased resolution of the lidar DEM (3 m
in PASC versus 4.7 m in APAL). The larger training dataset is
known to improve the performance of machine learning models
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80, in this respect, we expected the PASC RF model to perform
better. From the resolution perspective, a higher resolution DEM
has fewer lidar elevations averaged into the DEM pixel elevation
(assuming ANPD values are about equal) so a ground truth
elevation lying in a particular pixel has a higher probability of
being representative. Therefore, higher resolution DEMs are less
sensitive to local slope and microtopography and models trained
using local ground truth elevations and high-resolution DEMs
can reasonably be expected to perform better.

Other machine learning algorithms have been also used in-
cluding support vector machine, k-nearest neighbor, or artificial
neural network, but past work has demonstrated that RF can
make effective predictions in marsh environments [15]. One
vital issue for discussion is the inclusion of the lidar DEM
elevation itself in the predictor feature set. At first, this may
appear to be circular logic but there is a crucial reason for
doing so. Currently, the presence of the persistent high elevation
bias in a salt marsh lidar DEM is determined or confirmed
by local ground-truth topographic data in the salt marsh. This
is a labor-intensive process that can only be done effectively
by capable and experienced personnel to mitigate damage to
the marsh environment and produce reliable data. As machine
learning models for this application become more ubiquitous
and broadly trained on a wider range of data, we would like
them to be able to detect the presence of bias as well as correct
for it. By including the DEM elevation as a predictor feature,
we are taking a step towards training a machine learning model
that may, based on the DEM elevation in combination with other
predictor variables, determine that there is no bias present in a
particular pixel or set of pixels. In our mind, this is the most
important future work direction in this field.

With that in mind, we must also consider other sources of error
in these methods and estimate their impact to the results. Poten-
tial sources of error in the development of the DEM adjustment
models presented here came from the timing, precision, and
accuracy of the ground truth and remotely sensed observations.

From the timing perspective, we synchronized the satellite im-
agery sensing dates with the ground truth data acquisition dates
to associate the spectral characteristics of the vegetation with the
true elevation of marsh surface. However, an argument can be
made for synchronizing the satellite imagery sensing dates with
the lidar acquisition dates to associate the spectral characteristics
of the vegetation to the bias, which is subsequently estimated
and removed using a model like the RF presented here. Further
testing could prove that the latter is a more robust approach.
As stated in the methodology section, all data were acquired in
the early spring, and in the case of ground truth and satellite
imagery, all data were acquired in March. This eliminated many
of the seasonal effects associated with the growth and recession
cycle of the marsh grasses. In Apalachee Bay, the ground truth
data were acquired approximately 3 weeks before the lidar
acquisition period so it is unlikely that any significant accretion
occurred in the marsh during that period. However, applying the
trained model to data collected in 2017 or worse, 2007, could
result in erroneous predictions of DEM bias. In Pascagoula, the
lidar data were collected in 2014 and the ground truth data in
2019, representing a 5-year difference. According to typical
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marsh accretion rates for similar systems in this region, we
estimate that the accretion was less than 2 cm [28]. Therefore, the
seasonal consistency between the lidar acquisition and remote
sensing data was determined to be the governing factor.

The water level during the lidar flights and the satellite im-
agery acquisition is also known to influence both lidar returns
and the spectral characteristics of the satellite imagery. The water
levels at the time of the lidar data acquisition are unknown and
vary over the course of the flight missions. All S2A scenes for
Apalachee Bay were acquired when the water was below MTL,
therefore it is likely that most of the marsh was above water. For
Pascagoula, the two scenes were acquired when the water was
~4 cm above MTL. In this case, some of the marshes may have
been inundated, especially on the fringes of tidal creeks, as most
of the area in Juncus-dominated marshes tend to lie between
MHW and just below MTL [29]. The presence of standing water
would impact the spectral response of the marsh in the satellite
imagery.

The horizontal georeferencing accuracy for S2A imagery is
estimated to be less than one 10-m pixel [30] so itis fair to say the
reflectances used here can reasonably be assumed to represent
the reflectances at the ground truth locations. The blue, green,
red, and NIR bands from the S2A MSIimagery were selected for
multiple reasons. Red and NIR are known to indicate vegetation
health as they are the two bands used in the normalized differ-
ence vegetation index (NDVI) and its derivatives. However, the
presence of the Red and NIR as predictor variables does not
capture all the information inherent in spectral ratio indices like
NDVT and should not be construed as drop-in replacements for
them. The relatively low feature importances of the Red and NIR
predictors shown in Table IV support this. These four bands are
also frequently combined in instruments on satellite, aircraft, and
small unmanned aerial system platforms so an investigation into
their use in this context is intended to provide a basis for future
data collection efforts aimed at machine learning applications.
For example, the PlanetScope product produces multichannel
imagery using these four bands at approximately 4-m resolution
with a daily revisit time [31]. Due to differences in instrument
characteristics such as band center wavelengths and bandwidths,
transferring the findings presented here should be undertaken
with caution and should consider retraining the models with
reflectances generated by the new sensor. Furthermore, our gran-
ular approach using the reflectances from each band separately
as predictor values should be tested against or even combined
with those that use indices like NDVTI as this may reveal some of
the additional signals contained within the ratio-based indices,
for example, photosynthetic activity, and proxies for vegetation
height and density [3], [32].

IV. CONCLUSION

While the ability to accurately capture the topography of salt
marsh platforms using lidar has improved, there is still a per-
sistent high bias that is significant enough to negatively impact
marsh modeling results in microtidal environments. This bias is
largely attributed to the dense grasses over the salt marsh surface
as well as tidal inundation at the time of the lidar data acquisition.
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Local ground-truth elevation data in coastal salt marshes are
necessary to detect and quantify the surface elevation bias and
to train machine learning approaches to mitigate it.

The method presented here used Sentinel-2A multispectral
imagery coupled with ground-truth elevations to construct an
RF bias mitigation model. The RF model reduced the bias, as
measured by MAE of 69% in Apalachee Bay, Florida, USA, and
90% in Pascagoula, Mississippi, USA, to MAE of approximately
5 cm. This was superior to the MAE achieved by an LR model fit
using the same source data thereby justifying the decision to use
the more computationally intensive RF approach. Additionally,
the source lidar DEM elevation was the most important predictor
variable in the RF. This suggests that inundation potential and
bare ground visibility, known to vary with elevation, matter more
than vegetation vigor in predicting lidar elevation bias in salt
marshes. This also suggests that future models trained on more
diverse ground-truth topographic data may be able to distinguish
between DEM pixels with the high elevation bias and those
without.

Future work will focus on increasing the ground truth data cor-
pus size, incorporating other relevant environmental variables
such as local mean sea level elevation, using higher resolution
remote sensing data including ratio-based indices to develop a
more universally applicable bias mitigation model.
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